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I. INTRODUCTION

The current trend for high performance computing (HPC)
systems is that processor performance improves at a rate
of 20% per year, while disk access time improves by only
10% every year [2]. As a result, massively parallel HPC
applications can suffer from imbalance in computation and
I/O performance, with I/O operations becoming a limiting
factor in application efficiency [3]. To mitigate this problem,
much effort has been dedicated to implementing high perfor-
mance parallel file systems to support the I/O needs of HPC
applications. The Lustre file system [6] is one of the most
widely-used parallel file systems, supporting ∼60% of the top
supercomputers in the latest Top-500 list (June, 2019) [1].

A lot of promising approaches have been made to improve
I/O behavior of HPC applications. There are recent works on
improving I/O scheduling for burst buffer systems [4]. Also,
with the increase in machine learning, models are being built
to predict runtime I/O behavior of HPC applications using the
job scripts [7].

An analysis of the I/O patterns for HPC applications has
shown that they have bursty write patterns. Also, the I/O
behavior of such applications is predictive and can be mod-
eled. Our work makes use of such predictive nature of the
I/O requests of HPC applications. We have data for per-
minute I/O statistics for over 1.4 million jobs that ran on
Quartz cluster in Lawrence Livermore National Laboratory
(LLNL). All of these jobs can be modeled using time-series
prediction techniques. In this preliminary study, we focus on
write requests. Once jobs are modeled and the runtime write
behavior predicted, the requests can be manipulated to lower
HPC job I/O contention, which will increase the overall I/O
performance.

II. METHODOLOGY

The dataset for the job-statistics is divided into training and
validation data. Jobs from the traning dataset are modeled.
The validation dataset serves two purposes. First, the modeling
of job write pattern is verified using the validation dataset.
Second, the validation dataset serves as the test case for
reducing I/O contention. Whenever a new job arrives at the
job scheduler, the scheduler will look at the other jobs that are
currently running on the system. The other jobs have already
been modeled and the pattern of those jobs can be predicted
based on the model. After the initial few write requests of

the newly submitted job, that job can be matched to a model
of another job which was previously run on the system, thus
getting access to its future write requests. The write requests
of the present running job can then be scheduled in such a
way that the overall I/O contention of the system decreases.
This will ensure increase in the I/O performance of the system.
The machine learning model will continuously evolve based
on the results of the jobs from the validation dataset.

III. PRELIMINARY RESULTS AND NEXT STEPS

We have built a simulator for the Lustre file system to
accurately model the system in Quartz cluster at LLNL. The
simulator has four key components closely mirroring those
of Lustre’s OST, OSS, MDT, and MDS, which implement
the various Lustre operations and enable us to collect data
about the system behavior. All the network components in
the simulator are modeled using Network Simulator (NS-
3) [5]. This simulator will measure the I/O performance of
the system. The initial results from the time-series modeling
have been promising. The jobs that have been validated show
an accuracy of 95% in predicting job write bursts.

The next steps will be to build a system that reduces
I/O contention by matching the jobs with their model and
scheduling their write requests. We need to measure the I/O
performance of the jobs as well as the overall performance of
the system.
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